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#### Abstract

Finite difference method to solve nonlocal reverse parabolic (RP) problem with integral condition are applied. The second order of accuracy difference scheme (ADS) for approximation of RP problem is proposed. Stability estimates (SEs) for solutions of this difference scheme (DS) are proved. Later, we propose the second order of ADS for approximation of multidimensional RP boundary value problem (BVP) with first kind boundary condition (BC) and establish SEs for its solution. Numerical illustration for simple test problems is given.


## 1. Preliminaries

Nonlocal BVPs for parabolic equations are used to model of biological, physical, system engineering and sociological processes and have been studied by many authors (see $[1,2,3,4,5,6,7,8,9,10,11,12,13,15,16,17,18,19,20,23,24$, $25,26]$ and bibliography therein).

RP equation arise in many applications such as fluid dynamics, plasma physics, study of propagation of an electron beam through the solar corona $[13,18,19,23$, 24]. In paper [17], computation of mean field equilibria in economics is carried out by using model with RP equation.

Well-posedness of non classical BVPs for RP equation with various boundary conditions and DSs for approximations were investigated in $[2,3,4,6,7,9,10]$. In paper [2], the authors established well-posedness of multipoint nonlocal BVPs for RP equations. In [3, 4], first and second orders DSs for approximate solution of multipoint nonlocal BVPs for RP equations were studied. In $[8,9]$, second order DSs for approximate solution of multipoint nonlocal problems for multidimensional RP equations with Dirichlet and Neumann boundary conditions, respectively.

In paper [6], the RP problem

[^0]\[

\left\{$$
\begin{array}{l}
u_{t}(t)-A u(t)=f(t), 0 \leq t \leq 1  \tag{1.1}\\
u(1)=\int_{0}^{1} \mu(s) u(s) d s+\varphi
\end{array}
$$\right.
\]

with integral condition and some BVPs to multidimensional RP equation were investigated on well-posedness under assumption $\int_{0}^{1}|\mu(s)| d s \leq 1$ for coefficient function in integral condition.

Here $H$ is an arbitrary Hilbert space, $A$ is self-adjoint positive definite (SAPD) operator in $H, I$ is identity operator, $A>\delta I(\delta>0), \mu:[0,1] \rightarrow R, f:[0,1] \rightarrow$ $H$ are given functions and $\varphi$ is known element is in $H$.

Let $[0,1]_{\tau}=\left\{t_{i} \mid t_{i}=i \tau\right\}$ be the uniform grid space for some fixed natural number $N, \tau=\frac{1}{N}$ and $C_{\tau}(H)=C\left([0,1]_{\tau}, H\right)$ be the linear space of the corresponding grid functions $v^{\tau}=\left\{v_{i}\right\}_{i=1}^{i=N}$ with values $v_{i}=v\left(t_{i}\right)$ in $H$. By $C_{\tau}(H), C_{\tau}^{\alpha}(H)=C^{\alpha}\left([0,1]_{\tau}, H\right)$, and $C_{1}^{\alpha}(H)=C_{1}^{\alpha}\left([0,1]_{\tau}, H\right)$, we denote Banach spaces of $v^{\tau}$ functions with the corresponding norms

$$
\begin{align*}
& \left\|v^{\tau}\right\|_{C_{\tau}(H)}=\max _{1 \leq i \leq N}\left\|v_{i}\right\|_{H}, \\
& \left\|v^{\tau}\right\|_{C_{\tau}^{\alpha}(H)}=\left\|v^{\tau}\right\|_{C_{\tau}(H)}+\max _{1 \leq i<i+j \leq N}(j \tau)^{-\alpha}\left\|v_{i+j}-v_{i}\right\|_{H},  \tag{1.2}\\
& \left\|v^{\tau}\right\|_{C_{1}^{\alpha}(H)}=\left\|v^{\tau}\right\|_{C_{\tau}^{\alpha}(H)}+\max _{1 \leq i<i+j \leq N}(j \tau)^{-\alpha}((N-i) \tau)^{\alpha}\left\|v_{i+j}-v_{i}\right\|_{H} .
\end{align*}
$$

In [7], stability estimates for solution of first order DS for approximate solution of RP problem with integral condition (1.1) were established under some condition for coefficient function. However, approximation of BVPs for RP equation with integral conditions have not been well-investigated so far. Therefore, the main aim of this paper is to study second order of ADS for approximation of RP problem with nonlocal integral condition (1.1):

$$
\begin{align*}
& \quad \frac{u_{i}-u_{i-1}}{\tau}-A\left(I+\frac{\tau}{2} A\right) u_{i-1}=\left(I+\frac{\tau}{2} A\right) f\left(\left(i-\frac{1}{2}\right) \tau\right),  \tag{1.3}\\
& t_{i}=i \tau, \quad 1 \leq i \leq N, \tau=\frac{1}{N}, \\
& u_{N}=\sum_{j=1}^{N} \mu\left(t_{j}-\frac{\tau}{2}\right)\left(\frac{u_{j}+u_{j-1}}{2}\right) \tau+\varphi . \tag{1.4}
\end{align*}
$$

In future throughout paper will be needed the following assumption:

$$
\begin{equation*}
\sum_{j=1}^{N}\left|\mu\left(t_{j}-\frac{\tau}{2}\right)\right| \tau<1 \tag{1.5}
\end{equation*}
$$

Introduce notations:

$$
\begin{gather*}
F=\left(I+\tau A+\frac{(\tau A)^{2}}{2}\right)^{-1},  \tag{1.6}\\
\theta_{i}=f\left(\left(i-\frac{1}{2}\right) \tau\right), 1 \leq i \leq N, \theta^{\tau}=\left\{\theta_{i}\right\}_{1}^{N} . \tag{1.7}
\end{gather*}
$$

Lemma 1.1. The following inequalities hold ([5]):

$$
\begin{align*}
& \left\|F^{m}-e^{-m \tau A}\right\|_{H \rightarrow H} \leq \frac{M \tau^{2}}{(m \tau)^{2}}, m \geq 1,\left\|(\tau A)^{\gamma} F\left(I+\frac{\tau A}{2}\right)\right\|_{H \rightarrow H} \leq 1, \\
& \gamma \in\{0,1\},\left\|(\tau A)^{\beta} F^{m}\right\| \|_{H \rightarrow H} \leq \frac{1}{m^{\beta}}, m \geq 1,0 \leq \beta \leq 1, \\
& \left\|\left(I+\frac{\tau A}{2}\right)^{H} F\left(I+\frac{\tau A}{2}\right)\right\|_{H \rightarrow H} \leq 1,\left\|(I+\tau A) F\left(I+\frac{\tau A}{2}\right)\right\|_{H \rightarrow H} \leq 2 . \tag{1.8}
\end{align*}
$$

Lemma 1.2. Under the assumption (1.5), for the operator

$$
T_{\tau}=I-\sum_{j=1}^{N} \mu\left(t_{j}-\frac{\tau}{2}\right) \frac{\tau}{2}\left(F^{N-j}+F^{N-j+1}\right)
$$

exists inverse operator

$$
\begin{equation*}
Q_{\tau}=\left(I-\sum_{j=1}^{N} \mu\left(t_{j}-\frac{\tau}{2}\right) \frac{\tau}{2}\left(F^{N-j}+F^{N-j+1}\right)\right)^{-1} \tag{1.9}
\end{equation*}
$$

and the inequality

$$
\begin{equation*}
\left\|Q_{\tau}\right\|_{H \rightarrow H} \leq M(\delta) \tag{1.10}
\end{equation*}
$$

is satisfied for some constant $M$ which depends only on $\delta$.
Proof. By using definition of function's norm for SAPD operator (see [14]), one can write

$$
\begin{aligned}
& \left\|Q_{\tau}\right\|_{H \rightarrow H} \leq \sup _{\lambda \geq \delta} \frac{1}{\left|1-\sum_{j=1}^{N} \mu\left(t_{j}-\frac{\tau}{2}\right) \tau \frac{1}{\left(1+\tau \lambda+\frac{\tau^{2} \lambda^{2}}{2}\right)^{N-j}} \frac{1}{2}\left(1+\frac{1}{1+\tau \lambda+\frac{\tau^{2} \lambda^{2}}{2}}\right)\right|} \\
& \leq \sup _{\lambda \geq \delta} \frac{1}{\left|1-\sum_{j=1}^{N}\right| \mu\left(t_{j}-\frac{\tau}{2}\right)|\tau|}
\end{aligned}
$$

The goal of the current paper is to construct stable DS for approximation of RP problem (1.1). So, we will prove SEs for solution of the second order of ADS. Later, we study the the second order of ADS for approximate solution of BVP for RP multidimensional equation and establish stability inequalities for solution of DS. Lasty, by using MATLAB program, we illustrate numerical results in test examples.

## 2. Second order of ADS

Theorem 2.1. Assume that $\theta^{\tau} \in C_{\tau}(H), \varphi \in D(A)$, and (1.5) is satisfied. Then, difference problem (1.3), (1.4) has solution and stability estimate for its solution

$$
\begin{equation*}
\max _{0 \leq j \leq N}\left\|u_{j}\right\|_{H} \leq M(\delta, \mu)\left(\|\varphi\|_{H}+\left\|\theta^{\tau}\right\|_{C_{\tau}(H)}\right) \tag{2.1}
\end{equation*}
$$

is valid, for some positive real constant $M(\delta, \mu)$ which is independent of $\tau, \varphi, \theta^{\tau}$, but depends on $\delta, \mu$.

Proof. If $u_{N}$ is given, then solution of (1.3) can be defined by

$$
\begin{equation*}
u_{j}=F^{N-j} u_{N}-\sum_{l=j+1}^{N} F^{l-j}\left(I+\tau \frac{A}{2}\right) \theta_{l} \tau, 0 \leq j \leq N-1 . \tag{2.2}
\end{equation*}
$$

By virtue (2.2), from (1.4) implies

$$
\begin{align*}
& u_{N}=\sum_{j=1}^{N} \mu\left(t_{j}-\frac{\tau}{2}\right) \frac{\tau}{2}\left(F^{N-j}+F^{N-j+1}\right) u_{N} \\
& -\sum_{j=1}^{N} \mu\left(t_{j}-\frac{\tau}{2}\right)\left[\sum_{l=j+1}^{N}\left(F^{l-j}+F^{l-j+1}\right)\left(I+\frac{\tau A}{2}\right) \theta_{l} \tau\right]  \tag{2.3}\\
& -\sum_{j=1}^{N} \mu\left(t_{j}-\frac{\tau}{2}\right) F\left(I+\frac{\tau A}{2}\right) \theta_{j} \tau+\varphi
\end{align*}
$$

According to the Lemma 2.2, there exists solution of DS (1.3), (1.4) in the form (2.2) with the corresponding value $u_{N}$ :

$$
\begin{align*}
& u_{N}=-Q_{\tau} \sum_{j=1}^{N} \mu\left(t_{j}-\tau / 2\right)\left[\sum_{l=j+1}^{N}\left(F^{l-j}+F^{l-j+1}\right)\left(I+\frac{\tau}{2} A\right) \theta_{l} \tau\right]  \tag{2.4}\\
& -Q_{\tau} \sum_{j=1}^{N} \mu\left(t_{j}-\frac{\tau}{2}\right) F\left(I+\frac{\tau}{2} A\right) \theta_{j} \tau+Q_{\tau} \varphi
\end{align*}
$$

So, difference problem (1.3), (1.4) is uniquely solvable and its solution is defined by (2.2), (2.4).

From (1.5), (2.2), $\tau N=1$ follows

$$
\begin{aligned}
& \left\|u_{j}\right\|_{H} \leq\left\|F^{N-j}\right\|_{H \rightarrow H}\left\|u_{N}\right\|_{H}+\max _{1 \leq l \leq N}\left\|\theta_{l}\right\|_{H} \sum_{l=j+1}^{N}\left\|F^{l-j}\left(I+\frac{\tau}{2} A\right)\right\|_{H \rightarrow H} \tau \\
& \leq M_{1}\left(\left\|u_{N}\right\|_{H}+\left\|\theta^{\tau}\right\|_{C_{\tau}(H)}\right) .
\end{aligned}
$$

Thus,

$$
\max _{0 \leq j \leq N}\left\|u_{j}\right\|_{H} \leq M_{1}\left(\left\|u_{N}\right\|_{H}+\left\|\theta^{\tau}\right\|_{C_{\tau}(H)}\right)
$$

Under assumption (1.5), by using formula (2.4), we get

$$
\left\|u_{N}\right\|_{H} \leq M_{2}\left(\left\|\theta^{\tau}\right\|_{C_{\tau}(H)}+\|\varphi\|_{H}\right) .
$$

Combining these estimates, one can establish (2.1) and complete proof of statement.

Theorem 2.2. Assume that $\varphi \in D(A), \theta^{\tau} \in C_{1}^{\alpha}(H)$, and (1.5) is valid. Then, solution of $D S$ (1.3), (1.4) satisfies the coercive $S E$

$$
\begin{align*}
& \left\|\left\{\frac{u_{i}-u_{i-1}}{\tau}\right\}_{1}^{N}\right\|_{C_{\tau}^{\alpha}(H)}+\left\|\left\{A\left(I+\frac{\tau A}{2}\right) u_{i-1}\right\}_{1}^{N}\right\|_{C_{1}^{\alpha}(H)}  \tag{2.5}\\
& \leq M(\delta, \mu)\left(\frac{1}{\alpha(1-\alpha)}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}+\|A \varphi\|_{H}\right)
\end{align*}
$$

for some positive real constant $M(\delta, \mu)$ which is independent of $\tau, \varphi, \theta^{\tau}$, but depends on $\delta, \mu$.

Proof. By vitue (2.2), definition of operator $F$, and the following identity

$$
\begin{equation*}
\tau A F\left(I+\frac{\tau}{2} A\right)=I-F \tag{2.6}
\end{equation*}
$$

we get

$$
\begin{align*}
& A\left(I+\frac{\tau}{2} A\right) u_{i-1}=\left(I+\frac{\tau}{2} A\right) F^{N-i+1} A u_{N} \\
& -\sum_{j=i}^{N} A F^{j-i} F\left(I+\frac{\tau}{2} A\right)\left(\theta_{j}-\theta_{i}\right) \tau+\left(F^{N-i+1}-I\right) \theta_{i} \tag{2.7}
\end{align*}
$$

for any $1 \leq i \leq N$. By using triangle inequality to (2.7), and by applying estimates (1.8), the definition of norm in $C_{1}^{\alpha}(H)$, we have

$$
\begin{align*}
& \left\|A\left(I+\frac{\tau A}{2}\right) u_{i-1}\right\|_{H} \leq\left\|F^{N-i+1}\right\|_{H \rightarrow H} \cdot\left\|A u_{N}\right\|_{H} \\
& +\sum_{j=i}^{N} \frac{\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)} \tau}{(j-i+1)^{1-\alpha}(N-i+1)^{\alpha}}+\left(\left\|F^{N-i+1}\right\|_{H \rightarrow H}+1\right)\left\|\theta^{\tau}\right\|_{C_{1, \tau}^{\alpha}(H)}  \tag{2.8}\\
& \leq\left\|A u_{N}\right\|_{H}+4 \alpha^{-1}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}, i=1, \ldots, N .
\end{align*}
$$

From definition of $F$ and (2.4) it implies that

$$
\begin{align*}
& A u_{N}=-Q_{\tau} \sum_{j=1}^{N} \mu\left(t_{j}-\frac{\tau}{2}\right)\left[\sum_{l=j+1}^{N} \tau\left(A F^{l-j}+A F^{l-j+1}\right)\left(I+\frac{\tau}{2} A\right) \theta_{l}\right]  \tag{2.9}\\
& -Q_{\tau} \sum_{j=1}^{N} \mu\left(t_{j}-\frac{\tau}{2}\right) \tau A F\left(I+\frac{\tau}{2} A\right) \theta_{j}+\tau Q A \varphi
\end{align*}
$$

So, by (1.5), (1.8), (1.10), (2.9), the definition of $C_{1}^{\alpha}(H)$-norm, one can show

$$
\begin{equation*}
\left\|A u_{N}\right\|_{H} \leq M(\delta, \mu)\left(4 \alpha^{-1}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}+\|A \varphi\|_{H}\right), i=1, \ldots, N . \tag{2.10}
\end{equation*}
$$

Therefore, from inequalities (2.8), (2.10) it can be conlcluded that

$$
\begin{equation*}
\left\|\left\{A\left(I+\frac{\tau A}{2}\right) u_{i-1}\right\}_{1}^{N}\right\|_{C_{\tau}(H)} \leq M(\delta, \mu)\left(\alpha^{-1}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}+\|A \varphi\|_{H}\right) . \tag{2.11}
\end{equation*}
$$

Now, let us estimate $\left\|\left\{A\left(I+\frac{\tau A}{2}\right) u_{i-1}\right\}_{1}^{N}\right\|_{C_{1}^{\alpha}(H)}$. Let us $N-i+l>2 l$. Then, by virtue (2.2), we have

$$
\begin{align*}
& A\left(I+\frac{\tau A}{2}\right) u_{i-1}-A\left(I+\frac{\tau A}{2}\right) u_{i-1+l} \\
& =\left(I+\frac{\tau A}{2}\right)\left(F^{N-i+1}-F^{N-i-l+1}\right) A u_{N} \\
& -\sum_{k=i}^{k+2 l-1} \tau A F^{k-i} F\left(I+\frac{\tau A}{2}\right)\left(\theta_{k}-\theta_{i}\right) \\
& -\sum_{\substack{k=i+2 l \\
N+2 l-1} A\left(F^{k-i}-F^{k-(i+l)}\right) F\left(I+\frac{\tau A}{2}\right)\left(\theta_{k}-\theta_{i-1}\right)}^{+\sum_{k=i+l}^{k+2 l} \tau F^{k-(i+l)} F\left(I+\frac{\tau A}{2}\right)\left(\theta_{k}-\theta_{i+l}\right)}  \tag{2.12}\\
& +\left(I-F^{l-1}\right)\left(\theta_{i+l}-\theta_{i}\right)+\left(F^{N-i+1}-F^{N-(i-1+l)}\right) \theta_{i}=\sum_{j=1}^{6} P_{j}(i)
\end{align*}
$$

By using (1.8), (1.10), we can show

$$
\left\|P_{1}(i)\right\|_{H} \leq M(\delta, \mu) \frac{(l \tau)^{\alpha}}{((N-i+l) \tau)^{\alpha}}\left(\alpha^{-1}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}+\|A \varphi\|_{H}\right) .
$$

Estimates for $\left\|P_{j}(i)\right\|_{H}(j=2,3,4,5,6)$ were established in the paper [4] by (29)-(33):

$$
\begin{aligned}
& \left\|P_{2}(i)\right\|_{H} \leq \frac{(l \tau)^{\alpha}}{((N-i+l) \tau)^{\alpha}} \frac{4^{\alpha}}{\alpha}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}, \quad\left\|P_{3}(i)\right\|_{H} \leq M \frac{4^{\alpha}}{1-\alpha} \frac{(l \tau)^{\alpha}}{((N-i+l) \tau)^{\alpha}}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}, \\
& \left\|P_{4}(i)\right\|_{H} \leq \frac{3^{\alpha}}{\alpha} \frac{(l \tau)^{\alpha}}{((N-i+l) \tau)^{\alpha}}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}, \quad\left\|P_{5}(i)\right\|_{H} \leq 2^{1+\alpha} \frac{(l \tau)^{\alpha}}{((N-i+l) \tau)^{\alpha}}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}, \\
& \left\|P_{6}(i)\right\|_{H} \leq 3^{\alpha} \frac{(l \tau)^{\alpha}}{((N-i+l) \tau)^{\alpha}}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)} .
\end{aligned}
$$

Combining these estimates one can obtain

$$
\begin{align*}
& \max _{1 \leq i<i+l \leq N} \frac{((N-i+l) \tau)^{\alpha}}{(l \tau)^{\alpha}}\left\|A\left(I+\frac{\tau A}{2}\right) u_{i-1}-A\left(I+\frac{\tau A}{2}\right) u_{i-1+l}\right\|_{H} \\
& \leq M(\delta, \mu)\left(\alpha^{-1}(1-\alpha)^{-1}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}+\|A \varphi\|_{H}\right) . \tag{2.13}
\end{align*}
$$

From (2.11) and (2.13) it follows that

$$
\begin{equation*}
\left\|\left\{A\left(I+\frac{\tau A}{2}\right) u_{i-1}\right\}_{1}^{N}\right\|_{C_{1}^{\alpha}(H)} \leq M(\delta, \mu)\left(\alpha^{-1}(1-\alpha)^{-1}\left\|\theta^{\tau}\right\|_{C_{1}^{\alpha}(H)}+\|A \varphi\|_{H}\right) . \tag{2.14}
\end{equation*}
$$

Finally, estimate (2.5) implies from (1.3), triangle inequality and estimate (2.14).

## 3. DS for RP multidimensional problem

Let $\Omega=(0, l) \times(0, l) \times \ldots \times(0, l)$ be open cube in $R^{n}, S=\partial \Omega$, $\bar{\Omega}=\Omega \cup S$, and $a_{r}: \Omega \rightarrow R, \varphi: \bar{\Omega} \rightarrow R, \mu:[0,1] \rightarrow R, f:(0,1) \times \Omega \rightarrow R$ be given functions, $\sigma$ be known positive real number. In addition, $\forall r=1, \ldots, n$, $\forall x=\left(x_{1}, . ., x_{n}\right) \in \Omega, a_{r}(x) \geq a_{0}>0$.

In the work [6], BVP for RP multidimensional equation with integral and first kind of BCs

$$
\left\{\begin{array}{l}
u_{t}(t, x)+\sum_{r=1}^{n}\left(a_{r}(x) u_{x_{r}}(t, x)\right) x_{x_{r}}-\sigma u(t, x)=f(t, x)  \tag{3.1}\\
t \in(0,1), x \in \Omega \\
u(1, x)=\int_{0}^{1} \mu(s) u(s, x) d s+\varphi(x), x \in \bar{\Omega} \\
u(t, x)=0, x \in S, t \in[0,1]
\end{array}\right.
$$

was investigated on well-posedness.
Now, we will construct the second order of ADS to solve BVP (3.1).
Let us denote by

$$
\begin{aligned}
\widetilde{\Omega}_{h} & =\left\{x_{m}=\left(h_{1} m_{1}, \cdots, h_{n} m_{n}\right) ; m=\left(m_{1}, \cdots, m_{n}\right)\right. \\
m_{r} & \left.=0, \cdots, N_{r}, h_{r} N_{r}=l, r=1, \cdots, n\right\}
\end{aligned}
$$

space of grid points and $\Omega_{h}=\Omega \cap \widetilde{\Omega}_{h}, S_{h}=\widetilde{\Omega}_{h} \cap S$, and by $A_{h}^{x}$ the operator $A_{h}^{x} u^{h}(x)=-\sum_{r=1}^{n}\left(a_{r}(x) u_{\bar{x}_{r}}^{h}(x)\right)_{x_{r}, j_{r}}+\sigma u^{h}(x)$ acting in the space of grid functions $u^{h}(x)$ which satisfies the condition $u^{h}(x)=0$ on $x \in S_{h}$.

By using notation $A_{h}^{x}$, the problem (3.1) reduces to the following nonlocal BVP for an infinite system of ordinary differential equations with integral condition

$$
\left\{\begin{array}{l}
\frac{d}{d t} u^{h}(t, x)-A_{h}^{x} u^{h}(t, x)=f^{h}(t, x), t \in(0,1), x \in \widetilde{\Omega}_{h}  \tag{3.2}\\
u^{h}(1, x)=\int_{0}^{1} \mu(s) u^{h}(s, x) d s+\varphi^{h}(x), x \in \widetilde{\Omega}_{h}
\end{array}\right.
$$

In sequel, BVP (3.1) is replaced by the the second order of ADS

$$
\left\{\begin{array}{l}
\frac{u_{k}^{h}(x)-u_{k-1}^{h}(x)}{\tau}-A_{h}^{x} B_{h}^{x} u_{k-1}^{h}(x)=\psi_{k}(x),  \tag{3.3}\\
\psi_{k}(x)=B_{h}^{x} f^{h}\left(t_{k-\frac{\tau}{2}}, x\right), B_{h}^{x}=I+\frac{\tau A_{h}^{x}}{2} \\
t_{k}=k \tau, k=1, \ldots, N, N \tau=1, x \in \widetilde{\Omega}_{h} \\
u_{N}^{h}(x)=\sum_{j=1}^{N} \frac{\mu\left(t_{j}-\frac{\tau}{2}\right) \tau}{2}\left[u_{j}^{h}(x)+u_{j-1}^{h}(x)\right]+\varphi^{h}(x), x \in \widetilde{\Omega}_{h} .
\end{array}\right.
$$

We denote by $L_{2 h}$ and $W_{2 h}^{2}$ spaces of the grid functions $\varphi^{h}(x)$ defined on grid space $\widetilde{\Omega}_{h}$, equipped with the appropriate norms

$$
\begin{aligned}
& \left\|\varphi^{h}\right\|_{L_{2 h}}=\left(\sum_{x \in \widetilde{\Omega}_{h}}\left|\varphi^{h}(x)\right|^{2} h_{1} \cdots h_{n}\right)^{1 / 2} \\
& \left\|\varphi^{h}\right\|_{W_{2 h}^{2}}=\left(\sum_{x \in \widetilde{\Omega}_{h}} \sum_{r=1}^{n}\left|\left(\varphi^{h}(x)\right)_{x_{r} \overline{x_{r}}, m_{r}}\right|^{2} h_{1} \cdots h_{n}\right)^{1 / 2} .
\end{aligned}
$$

Throughout this section, let $|h|=\left(\sum_{r=1}^{n} h_{r}^{2}\right)^{\frac{1}{2}}$ and $\tau$ be small positive real numbers.

Theorem 3.1. For the solution of $D S$ (3.3) the $S E$

$$
\left\|\left\{u_{k}^{h}\right\}_{1}^{N}\right\|_{\mathcal{C}_{\tau}\left(L_{2 h}\right)} \leq M(\delta, \mu)\left[\left\|\varphi^{h}\right\|_{L_{2 h}}+\left\|\left\{\psi_{k}^{h}\right\}_{1}^{N}\right\|_{\mathcal{C}_{\tau}\left(L_{2 h}\right)}\right]
$$

is fulfilled, where $M(\delta, \mu)$ is independent of $\tau, \varphi^{h}(x)$, and $\left\{\psi_{k}^{h}\right\}_{1}^{N}$.
The proof of Theorem 3.1. is based on estimate (2.1), assumption (1.5), and the following theorem on the coercivity stability property for the solution of the elliptic difference problem (EDP) in $L_{2 h}$.

Theorem 3.2. ([22]) For the solution of the EDP

$$
\left\{\begin{array}{l}
A_{h}^{x} u^{h}(x)=\omega^{h}(x), x \in \widetilde{\Omega}_{h}, \\
u^{h}(x)=0, x \in S_{h},
\end{array}\right.
$$

the coercivity estimate holds :

$$
\sum_{r=1}^{n}\left\|\left(u_{k}^{h}\right)_{\bar{x}_{r} \bar{x}_{r}, j_{r}}\right\|_{L_{2 h}} \leq M\left\|\omega^{h}\right\|_{L_{2 h}},
$$

where $M$ does not depend on $\omega^{h}$ and $h$.
Theorem 3.3. Solution of difference problem (3.3) satisfies the following coercivity SE:

$$
\left\|\left\{\tau^{-1}\left(u_{k}^{h}-u_{k-1}^{h}\right)\right\}_{1}^{N}\right\|_{\mathcal{C}_{1}^{\alpha}\left(L_{2 h}\right)} \leq M(\delta, \mu, \alpha)\left[\left\|\varphi^{h}\right\|_{W_{2 h}^{2}}+\frac{1}{\alpha(1-\alpha)}\left\|\left\{\psi_{k}^{h}\right\}_{1}^{N}\right\|_{\mathcal{C}_{1}^{\alpha}\left(W_{2 h}^{2}\right)}\right]
$$

where $M(\delta, \mu, \alpha)$ is independent of $\tau,\left\{\psi_{k}^{h}\right\}_{1}^{N}$, and $\varphi^{h}(x)$.

## 4. Numerical examples

4.1. 1D example. To illustrate test example, for one-dimensional RP equation and given functions

$$
\begin{aligned}
& \varphi(x)=\left(e^{-1}+\frac{e^{-3}}{3}-\frac{1}{3}\right) \sin x, \quad \mu(t)=e^{-2 t} \\
& f(t, x)=-e^{-t}(4 \cos x+\cos 2 x), t \in[0,1], x \in[0, \pi]
\end{aligned}
$$

we consider the following BVP

$$
\left\{\begin{array}{l}
u_{t}(t, x)+(2+\cos x) u_{x x}(t, x)+\sin x u_{x}(t, x)-u(t, x)=f(t, x)  \tag{4.1}\\
0 \leq t \leq 1, x \in(0, \pi) \\
u(1, x)=\int_{0}^{1} \mu(s) u(s, x) d s+\varphi(x), x \in[0, \pi] \\
u(t, 0)=0, u(t, \pi)=0, t \in[0,1]
\end{array}\right.
$$

with nonlocal integral condition.
Exact solution of problem(4.1) $u(t, x)=e^{-t} \sin x$.
Now, applying (3.3) to this problem, we get the next second order of ADS in $t$ and $x$ for approximation of BVP (4.1):

$$
\left\{\begin{array}{l}
\frac{u_{n}^{k}-u_{n}^{k-1}}{\tau}+(1+\tau / 2) u_{n}^{k-1}+q_{1, n}\left(u_{n+1}^{k-1}-u_{n-1}^{k-1}\right)(2 h)^{-1}  \tag{4.2}\\
+\frac{q_{2}, n}{h^{2}}\left(u_{n+1}^{k-1}-2 u_{n}^{k-1}+u_{n-1}^{k-1}\right)-\frac{q_{3, n}}{2 h^{3}}\left(u_{n+2}^{k-1}-2 u_{n+1}^{k-1}+2 u_{n-1}^{k-1}-u_{n-2}^{k-1}\right) \\
-\frac{q_{4, n}}{h^{4}}\left(u_{n+2}^{k-1}-4 u_{n+1}^{k-1}+6 u_{n}^{k-1}-4 u_{n-1}^{k-1}+u_{n-2}^{k-1}\right) \\
=-\left(1-\frac{\tau}{2}\right) e^{-t_{k-\frac{1}{2}}^{2}\left(4 \cos x_{n}+\cos 2 x_{n}\right)} \\
-\frac{\tau}{2}\left(\left(2+\cos \left(x_{n}\right)\right) e^{-t_{k-\frac{1}{2}}^{2}}\left(-4 \cos x_{n}-4 \cos 2 x_{n}\right)\right. \\
\left.-\sin \left(x_{n}\right)\left(-4 \sin x_{n}-2 \sin 2 x_{n}\right)\right), t_{k-\frac{1}{2}}=t_{k}-\frac{\tau}{2}, n=\overline{2, M-2},, k=\overline{1, N}, \\
u_{0}^{k}=0, u_{1}^{k}=\frac{4}{5} u_{2}^{k}-\frac{1}{5} u_{3}^{k}, u_{M}^{k}=0, u_{M-1}^{k}=\frac{4}{5} u_{M-2}^{k}-\frac{1}{5} u_{M-3}^{k}, k=\overline{0, N}, \\
u_{n}^{N}=\sum_{j=1}^{N} \frac{1}{2} \mu\left(t_{j}-\frac{\tau}{2}\right) \tau\left[u_{n}^{j}+u_{n}^{j-1}\right]+\varphi_{n}, n=\overline{0, M}
\end{array}\right.
$$

where

$$
\begin{aligned}
& q_{1, n}=\left(1+2 \tau+\tau \cos x_{n}\right) \sin x_{n}, \\
& q_{2, n}=\left(\left(2+\cos x_{n}\right)\left(1+\tau+\frac{3 \tau}{2} \cos x_{n}\right)-\tau \sin ^{2} x_{n}\right), \\
& q_{3, n}=\left(2+\cos x_{n}\right) \sin x_{n} \tau, q_{4, n}=\left(2+\cos \left(x_{n}\right)\right)^{2} .
\end{aligned}
$$

One can write (4.2) in the next matrix form

$$
\left\{\begin{array}{l}
A_{n} u_{n+2}+B_{n} u_{n+1}+C_{n} u_{n}+D_{n} u_{n-1}+E_{n} u_{n-2}=I_{N+1} \varphi_{n}, n=\overline{2, M-2},  \tag{4.3}\\
u_{0}=\overrightarrow{0}, u_{1}=\frac{4}{5} u_{2}-\frac{1}{5} u_{3}, u_{M-1}=\frac{4}{5} u_{M-2}-\frac{1}{5} u_{M-3}, u_{M}=\overrightarrow{0}
\end{array}\right.
$$

Here, $I_{k}$ is $k \times k$ identity matrix, $\varphi_{n}$ is $(N+1) \times 1$ type matrix, and $A_{n}, B_{n}, C_{n}$, $D_{n}, E_{n}$ are $(N+1) \times(N+1)$ type matrices

$$
\varphi_{n}=\left[\begin{array}{lll}
\varphi_{n}^{0} & \cdots & \varphi_{n}^{N}
\end{array}\right]^{t}
$$

$O_{k \times m}$ is $k \times m$ type matrix with zero elements,

$$
\begin{gathered}
A_{n}=\left[\right], B_{n}=\left[\right], \\
D_{n}=\left[\begin{array}{ccccccc}
O_{1 \times(N+1)} \\
z_{n} I_{N} & O_{N \times 1}
\end{array}\right], E_{n}=\left[\begin{array}{ccccc}
O_{1 \times(N+1)} \\
w_{n} I_{N} & O_{N \times 1}
\end{array}\right], \\
C_{n}=\left[\begin{array}{ccccccc}
s_{0} & s_{1} & s_{2} & \cdots & s_{N-2} & s_{N-1} & s_{N} \\
r_{n} & d & 0 & \cdots & 0 & 0 & 0 \\
0 & r_{n} & d & \cdots & 0 & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ddots & \ddots & 0 & 0 \\
0 & 0 & 0 & \ddots & r_{n} & d & 0 \\
0 & 0 & 0 & \cdots & 0 & r_{n} & d
\end{array}\right]
\end{gathered}
$$

where

$$
\begin{aligned}
& v_{n}=\frac{\tau}{h^{3}} q_{3, n}-\frac{\tau}{2 h^{4}} q_{4, n}, d=\frac{1}{\tau}, y_{n}=\frac{1}{2 h} q_{1, n}+\frac{1}{h^{2}} q_{2, n}+\frac{1}{h^{3}} q_{3, n}, \\
& r_{n}=1+\frac{\tau}{2}-\frac{1}{\tau}-\frac{2}{h^{2}} q_{2, n}-\frac{3 \tau}{h^{4}} q_{4, n}, w_{n}=\frac{\tau}{2 h^{3}} q_{3, n}-\frac{\tau}{2 h^{4}} q_{4, n}, \\
& z_{n}=-\frac{1}{2 h} q_{1, n}+\frac{1}{h^{2}} q_{2, n}-\frac{\tau}{h^{3}} q_{3, n}+\frac{2 \tau}{h^{4}} q_{4, n}, s_{0}=-\frac{\tau}{2} \mu\left(\frac{\tau}{2}\right), \\
& s_{N}=1-\frac{\tau}{2} \mu\left(t_{N}-\frac{\tau}{2}\right), s_{j}=-\frac{\tau}{2}\left(\mu\left(t_{j-\frac{1}{2}}\right)+\mu\left(t_{j+\frac{1}{2}}\right)\right), j=1, \ldots, N-1 .
\end{aligned}
$$

A solution of (4.3) is defined by modified Gaus elimination method ([21]):

$$
\begin{aligned}
& u_{n}=\alpha_{n+1} u_{n+1}+\beta_{n+1} u_{n+2}+\gamma_{n+1}, \\
& \beta_{n+1}=-F_{n}^{-1} A_{n}, \alpha_{n+1}=-F_{n}^{-1}\left(B_{n}+D_{n} \beta_{n}+E_{n} \alpha_{n-1} \beta_{n}\right), \\
& \gamma_{n+1}=-F_{n}^{-1}\left(I_{N+1} \varphi_{n}-D_{n} \gamma_{n}-E_{n} \alpha_{n-1} \gamma_{n}-E_{n} \gamma_{n-1}\right) \\
& F_{n}=\left(C_{n}+D_{n} \alpha_{n}+E_{n} \beta_{n-1}+E_{n} \alpha_{n-1} \alpha_{n}\right)
\end{aligned}
$$

for $n=M-2, \cdots, 0$, where

$$
\begin{aligned}
& \gamma_{1}=\gamma_{2}=O_{(N+1) \times 1}, \alpha_{1}=\beta_{1}=O_{(N+1) \times(N+1)}, \\
& \alpha_{2}=\frac{4}{5} I_{N+1}, \beta_{2}=-\frac{1}{5} I_{N+1}, \\
& u_{M}=\overrightarrow{0}, D_{M}=\left(\beta_{M-2}+5 I_{N+1}\right)-\left(4 I_{N+1}-\alpha_{M-2}\right) \alpha_{M-1}, \\
& u_{M-1}=D_{M}^{-1}\left[\left(4 I_{N+1}-\alpha_{M-2}\right) \gamma_{M-1}-\gamma_{M-2}\right] .
\end{aligned}
$$

For different values of $(N, M)$ error computed by next formula

$$
E u_{M}^{N}=\max _{1 \leq k \leq N-1}\left(\sum_{n=1}^{M-1}\left(u\left(x_{n}, t_{k}\right)-u_{n}^{k}\right)^{2} h\right)^{\frac{1}{2}}
$$

and presented in Table 1. Numerical results which presented in Table 1 shows good agreement with theoretical stability results for solution of proposed DS to RP BVP with Dirichlet boundary and integral conditions. We observe that the scheme (4.2) has the second order convergence as it is expected to be.

Table 1. The errors between the exact solution of BVP (4.1) and the numerical solutions for different values of $\tau$ and $h$.

| $(\mathbf{N}, \mathbf{M})$ | $E u_{M}^{N}$ |
| :--- | :--- |
| $(10,10)$ | $5.63 \times 10^{-3}$ |
| $(20,20)$ | $9.65 \times 10^{-4}$ |
| $(40,40)$ | $2.27 \times 10^{-4}$ |
| $(80,80)$ | $5.75 \times 10^{-5}$ |
| $(160,160)$ | $1.46 \times 10^{-5}$ |
| $(320,320)$ | $3.69 \times 10^{-6}$ |

4.2. 2D example. Now, we consider BVP for two dimensional RP equation with integral condition

$$
\left\{\begin{array}{l}
u_{t}(t, x, y)+u_{x x}(t, x, y)+u_{y y}(t, x, y)-u(t, x, y)=f(t, x, y)  \tag{4.4}\\
0<x, y<1,0 \leq t \leq 1 \\
u(1, x, y)=\int_{0}^{1} \mu(\gamma) u(\gamma, x, y) d \gamma+\varphi(x, y), 0 \leq x, y \leq 1 \\
\\
u(t, 0, y)=0, u(t, 1, y)=0,0 \leq y \leq 1,, 0 \leq t \leq 1 \\
u(t, x, 0)=0, u(t, x, 1)=0,0 \leq x \leq 1,0 \leq t \leq 1
\end{array}\right.
$$

Here

$$
\begin{aligned}
& \mu(t)=\frac{1}{2 e^{2 t}}, \varphi(x)=\left(e^{-1}+\frac{e^{-3}}{6}-\frac{1}{6}\right) \xi(x, y), \\
& \xi(x, y)=\sin x \sin y, f(t, x, y)=-4 e^{-t} \xi(x, y) .
\end{aligned}
$$

Exact solution of problem (4.4) is $u(t, x, y)=e^{-t} \xi(x, y)$.
Let us take

$$
\begin{aligned}
& x_{m}=(m-1) h, y_{n}=(n-1) h, t_{k}=(k-1) \tau, \\
& \left.f_{m, n}^{k}=-4 e^{-\left(t_{k}-\frac{\tau}{2}\right.}\right) \xi\left(x_{m}, y_{n}\right), k=\overline{0, N}, n, m=\overline{0, M} .
\end{aligned}
$$

By using (3.3) and Crank-Nicolson scheme, one can get the second order of ADS for approximately solution of BVP (4.4)

$$
\left\{\begin{array}{l}
\frac{u_{m, n}^{k}-u_{m, n}^{k-1}}{u^{k-1}}+\frac{u_{m+1, n}^{k}-2 u_{m, n}^{k}+u_{m-1, n}^{k}}{2 h^{2}}+\frac{u_{m, n+1}^{k}-2 u_{m, n}^{k}+u_{m, n-1}^{k}}{2 h^{2}}-\frac{1}{2} u_{m, n}^{k}  \tag{4.5}\\
+\frac{u_{m+1, n}^{k-1}-2 u_{m, n}^{k-1}+u_{m-1, n}^{k-1}+\frac{u_{m, n+1}^{k-1}-2 u_{m, n}^{k-1}+u_{m, n-1}^{k-1}-\frac{1}{2} u_{m, n}^{k-1}=f_{m, n}^{k}}{2 h^{2}}}{k=\overline{1, N-1}, n, m=\overline{1, M-1}}, \\
u_{0, n}^{k}=0, u_{m, 0}^{k}=0, n=\overline{1, M-1}, m=\overline{1, M-1}, k=\overline{1, N-1} \\
u_{m, n}^{N}=\sum_{j=1}^{N} \frac{\tau}{2} \mu\left(t_{j}-\frac{\tau}{2}\right)\left[u_{m, n}^{j}+u_{m, n}^{j-1}\right]+\psi_{m, n}, n, m=\overline{1, M-1}
\end{array}\right.
$$

One can write (4.5) in the matrix form

$$
\left\{\begin{array}{l}
A u_{n+1}+B u_{n}+C u_{n-1}=I_{K} f^{(n)}, n=\overline{1, M-1},  \tag{4.6}\\
u_{0}=\overrightarrow{0}, u_{M}=\overrightarrow{0}
\end{array}\right.
$$

Here, $f^{(n)}, u_{n-1}, u_{n}, u_{n+1}$ are the $K \times 1$ column matrices such that $K=(N+1)(M+1)$,

$$
\left.\begin{array}{rl}
f^{(i)} & =\left[\begin{array}{llllllllll}
f_{0, i}^{0} & \cdots & f_{0, i}^{N} & f_{1, i}^{0} & \cdots & f_{1, i}^{N} & \cdots & f_{M, i}^{0} & \cdots & f_{M, i}^{N}
\end{array}\right]^{t}, \\
u_{i} & =\left[\begin{array}{llllll}
u_{0, i}^{0} & \cdots & u_{0, i}^{N} & u_{1, i}^{0} & \cdots & u_{1, i}^{N}
\end{array} \cdots\right. \\
u_{M, i}^{0} & \cdots \\
u_{M, i}^{N}
\end{array}\right]^{t}, ~\left(\begin{array}{cccccc}
b & c & \cdots & 0 & 0 \\
i & =n-1, n, n+1, a=\frac{1}{2 h^{2}}, b=-\frac{1}{\tau}-\frac{1}{2 h^{2}}-\frac{1}{2}, c=\frac{1}{\tau}-\frac{1}{2 h^{2}}-\frac{1}{2}, \\
D & =\left[\begin{array}{ccccccc}
a & a & \cdots & 0 & 0 \\
\vdots & b & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & b & c \\
s_{0} & s_{1} & \cdots & s_{N-1} & s_{N}
\end{array}\right], E=\left[\begin{array}{ccccc}
0 & a & \ddots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & a & a \\
0 & 0 & \cdots & 0 & 0
\end{array}\right], \\
B=\left[\begin{array}{ccccccc}
I_{K} & O & O & \cdots & O & O & O \\
E & D & E & \cdots & O & O & O \\
O & E & D & \ddots & O & O & O \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
O & O & O & \cdots & E & D & E \\
O & O & O & \cdots & O & O & I_{K}
\end{array}\right], A=C=\operatorname{diag}\{O, E, \ldots E, O\} .
\end{array}\right.
$$

A solution of (4.6) is defined by modified Gaus elimination method ([21]):

$$
\begin{aligned}
& u_{M}=\overrightarrow{0}, u_{n}=\alpha_{n} u_{n+1}+\beta_{n}, n=M-1, \cdots, 1, \\
& \alpha_{n}=-\left(B+C \alpha_{n-1}\right)^{-1} A, \beta_{n}=\left(B+C \alpha_{n-1}\right)^{-1}\left(I_{n} f^{(n)}-C \beta_{n-1}\right), \\
& \beta_{1}=O_{K \times 1}, \alpha_{1}=O_{K \times K} .
\end{aligned}
$$

The errors between the exact solution of (4.4) and the numerical solutions are calculated by

$$
E u_{M, M}^{N}=\max _{1 \leq k \leq N-1}\left(\sum_{m=1}^{M-1} \sum_{n=1}^{M-1}\left(u\left(x_{m}, y_{n}, t_{k}\right)-u_{m, n}^{k}\right)^{2} h^{2}\right)^{\frac{1}{2}} .
$$

Table 2. The errors between the exact solution of (4.4) and the numerical solutions for different values of $\tau$ and $h$.

| $(\mathbf{N}, \mathbf{M})$ | $E u_{M, M}^{N}$ |
| :--- | :--- |
| $(5,5)$ | $1.90 \times 10^{-2}$ |
| $(10,10)$ | $4.74 \times 10^{-3}$ |
| $(20,20)$ | $1.18 \times 10^{-3}$ |
| $(40,40)$ | $2.96 \times 10^{-4}$ |

We observe that the scheme (4.5) has the second order convergence as it is expected to be.

## 5. Conclusion

In this paper, we use finite difference method to find approximate solution of the RP problem with nonlocal integral condition. We give the second order of ADS for the approximation of RP problem. Proposed DS uses $A$ and $A^{2}$ and it is good for smooth input data for BVPs. We prove stability and coercive stability inequalities for solution of this DS. Later, we describe the second order of ADS for RP multidimensional problem with Dirichlet boundary condition and establish stability inequalities for solution. Lastly, by using MATLAB program, we give numerical illustration for simple 1D and 2D test problems. Notice that 1D test example is used second order of accuracy DS with $A^{2}$ term but 2D test example is carried out by using Crank-Nicolson DS which has the same order accuracy. It is well-known that Crank-Nicolson DS is good for realization but does not work with unsmooth data. In future work it could be established well-posedness such type DSs.
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