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#### Abstract

The inverse problem for the multidimensional elliptic equation with Neumann-Dirichlet conditions are presented. For the approximate solution of this inverse problem the first and second order of accuracy in $t$ and in space variables difference schemes are constructed. The stability, almost coercive stability and coercive stability estimates for the solution of these difference schemes are obtained. The algorithm for approximate solution is tested in a two-dimensional inverse problem. Keywords: Difference scheme, Inverse elliptic problem, Well-posedness, Stability, Almost coercive stability, Coercive stability, Overdetermination PACS: 02.30.Jr, 02.30.Zz, 02.60.Jh, 02.70.Bf


## INTRODUCTION

Theory and methods of solutions of the inverse problems for partial differential equations have been extensively investigated by many researchers (see [1-24] and the bibliography therein).

In the present paper, we consider the inverse problem of finding functions $u(t, x)$ and $p(x)$ for multidimensional elliptic equation with following Dirichlet-Neumann boundary conditions

$$
\left\{\begin{array}{l}
-u_{t t}(t, x)-\sum_{r=1}^{n}\left(a_{r}(x) u_{x_{r}}\right)_{x_{r}}+\sigma u(t, x)=f(t, x)+p(x), x=\left(x_{1}, \cdots, x_{n}\right) \in \Omega, 0<t<T  \tag{1}\\
u(0, x)=\varphi(x), u(T, x)=\psi(x), u(\lambda, x)=\xi(x), x \in \bar{\Omega} \\
\frac{\partial u(t, x)}{\partial \vec{n}}=0, x \in S^{1}, u(t, x)=0, x \in S^{2}, 0 \leq t \leq T
\end{array}\right.
$$

Here, $0<\lambda<T$ and $\sigma>0$ are given numbers, $a_{r}(x),(x \in \Omega), \varphi(x), \psi(x), \xi(x)(x \in \bar{\Omega})$, and $f(t, x)(t \in(0, T), x \in \Omega)$ are given smooth functions and $a_{r}(x) \geq a>0(x \in \Omega)$, and $\Omega=(0, \ell) \times \cdots \times(0, \ell)$ is the open cube in the $n$-dimensional Euclidean space with boundary $S=S^{1} \cup S^{2}, \bar{\Omega}=\Omega \cup S$.

The well-posedness and approximation of the inverse problem for the multidimensional elliptic equation with Dirichlet conditions were investigated in [13]. Approximation of the inverse problem for multidimensional elliptic equation with Neumann conditions and the well-posedness of difference problems were investigated in [14]. A third and a fourth order of accuracy difference schemes for these problems were constructed in $[15,16]$.

In the present study, we construct a first and a second order of accuracy in $t$ and in space variables difference schemes for the approximate solution of inverse problem (1) with Neumann-Dirichlet boundary conditions. We establish the stability, the almost coercive stability and the coercive stability estimates for the solution of these difference schemes. The test example for the two-dimensional inverse problem is given.

## DIFFERENCE SCHEMES

The discretization of problem (1) is carried out in two steps. Define the sets

$$
\left\{\begin{array}{l}
\widetilde{\Omega}_{h}=\left\{x_{m}=\left(h_{1} m_{1}, \cdots, h_{n} m_{n}\right) ; m=\left(m_{1}, \cdots, m_{n}\right), m_{q}=0, \cdots, M_{q}, h_{q} M_{q}=\ell, q=1, \cdots, n\right\}, \\
\Omega_{h}=\widetilde{\Omega}_{h} \cap \Omega, S_{h}^{1}=\widetilde{\Omega}_{h} \cap S^{1}, S_{h}^{2}=\widetilde{\Omega}_{h} \cap S^{2} .
\end{array}\right.
$$

Introduce the Hilbert spaces $L_{2 h}=L_{2}\left(\widetilde{\Omega}_{h}\right)$ and $W_{2 h}^{2}=W_{2}^{2}\left(\widetilde{\Omega}_{h}\right)$ of grid functions $\rho^{h}(x)=\left\{\rho\left(h_{1} m_{1}, \cdots, h_{n} m_{n}\right)\right\}$ defined on $\widetilde{\Omega}_{h}$ equipped with the norms

$$
\begin{gathered}
\left\|\rho^{h}\right\|_{L_{2 h}}=\left(\sum_{x \in \tilde{\Omega}_{h}}\left|\rho^{h}\right|^{2} h_{1} \cdots h_{n}\right)^{1 / 2} \\
\left\|\rho^{h}\right\|_{W_{2 h}^{2}}=\left\|\rho^{h}\right\|_{L_{2 h}}+\left(\sum_{x \in \tilde{\Omega}_{h}} \sum_{q=1}^{n}\left|\left(\rho^{h}\right)_{x_{q}}\right|^{2} h_{1} \cdots h_{n}\right)^{1 / 2} \\
+\left(\sum_{x \in \widetilde{\Omega}_{h}} \sum_{q=1}^{n}\left|\left(\rho^{h}(x)\right)_{x_{q} \overline{T_{q}}, m_{q}}\right|^{2} h_{1} \cdots h_{n}\right)^{1 / 2}
\end{gathered}
$$

To the differential operator $A^{x}$, assign the difference operator $A_{h}^{x}$, defined by the formula,

$$
\begin{equation*}
A_{h}^{x} u^{h}=-\sum_{q=1}^{n}\left(a_{q}(x) u_{\bar{x}_{q}}^{h}\right)_{x_{q}, m_{q}}+\sigma u_{x_{q}}^{h} \tag{2}
\end{equation*}
$$

acting in the space of grid functions $u^{h}(x)$ satisfying the conditions $D^{h} u^{h}(x)=0$ for all $x \in S_{h}^{1}$ and $u^{h}(x)=0$ for all $x \in S_{h}^{2}$. Here, $D^{h} u^{h}(x)$ is an approximation of $\frac{\partial u}{\partial \vec{n}}$. It is known that $[25,26] A_{h}^{x}$ is a self-adjoint positive define operator in $L_{2}\left(\widetilde{\Omega}_{h}\right)$.

In the first step, by using $A_{h}^{x}$, for obtaining $u^{h}(t, x)$ functions, we arrive at problem

$$
\left\{\begin{array}{l}
-\frac{d^{2} u^{h}(t, x)}{d t^{2}}+A_{h}^{x} u^{h}(t, x)=f^{h}(t, x)+p^{h}(x), 0<t<T, x \in \Omega_{h},  \tag{3}\\
u^{h}(0, x)=\varphi^{h}(x), u^{h}(\lambda, x)=\xi^{h}(x), u^{h}(T, x)=\psi^{h}(x), x \in \widetilde{\Omega}_{h}
\end{array}\right.
$$

In the second step, applying the approximation formula

$$
u(\lambda, x)=u\left(\left[\frac{\lambda}{\tau}\right] \tau, x\right)+O(\tau)
$$

for $u^{h}(\lambda, x)=\xi^{h}(x)$, we get the first order of accuracy difference scheme

$$
\left\{\begin{array}{l}
-\tau^{-2}\left(u_{k+1}^{h}(x)-2 u_{k}^{h}(x)+u_{k-1}^{h}(x)\right)+A_{h}^{x} u_{k}^{h}(x)=\theta_{k}^{h}(x)+p^{h}(x),  \tag{4}\\
\theta_{k}^{h}(x)=f^{h}\left(t_{k}, x\right), t_{k}=k \tau, 1 \leq k \leq N-1, x \in \Omega_{h} \\
u_{0}^{h}(x)=\varphi^{h}(x), u_{N}^{h}(x)=\psi^{h}(x), u_{l}^{h}(x)=\xi^{h}(x), x \in \widetilde{\Omega}_{h}, N \tau=T
\end{array}\right.
$$

Here, $l=\left[\frac{\lambda}{\tau}\right],[\cdot]$ is a notation for greatest integer function.
By using the approximation formula

$$
u^{h}(\lambda, x)=u^{h}(l \tau, x)+\left(\frac{\lambda}{\tau}-l\right)\left(u^{h}(l \tau+\tau, x)-u^{h}(l \tau, x)\right)+O\left(\tau^{2}\right)
$$

for $u^{h}(\lambda, x)=\xi^{h}(x)$, we get the second order of accuracy difference scheme

$$
\left\{\begin{array}{l}
-\tau^{-2}\left(u_{k+1}^{h}(x)-2 u_{k}^{h}(x)+u_{k-1}^{h}(x)\right)+A_{h}^{x} u_{k}^{h}(x)=\theta_{k}^{h}(x)+p^{h}(x),  \tag{5}\\
\theta_{k}^{h}(x)=f^{h}\left(t_{k}, x\right), t_{k}=k \tau, 1 \leq k \leq N-1, x \in \widetilde{\Omega}_{h}, \\
u_{0}^{h}(x)=\varphi^{h}(x), u_{N}^{h}(x)=\psi^{h}(x), \\
u_{l}^{h}(x)+\left(\frac{\lambda}{\tau}-l\right)\left(u_{l+1}^{h}(x)-u_{l}^{h}(x)\right)=\xi^{h}(x), x \in \widetilde{\Omega}_{h}, N \tau=T
\end{array}\right.
$$

Let $H$ be the Hilbert space. To formulate our result on well-posedness of difference schemes, we give definition of $C\left([0, T]_{\tau}, H\right)$ and $\mathscr{C}_{0 T}^{\alpha, \alpha}\left([0, T]_{\tau}, H\right)$ which are the linear spaces of mesh functions $\theta^{\tau}=\left\{\theta_{k}\right\}_{1}^{N-1}$ with values in the Hilbert space $H$. We denote $C\left([0, T]_{\tau}, H\right)$ normed space with the norm

$$
\left\|\left\{\theta_{k}\right\}_{1}^{N-1}\right\|_{C\left([0, T]_{\tau}, H\right)}=\max _{1 \leq k \leq N-1}\left\|\theta_{k}\right\|_{H},
$$

and $\mathscr{C}_{0 T}^{\alpha, \alpha}\left([0, T]_{\tau}, H\right)$ normed space with the norm

$$
\begin{aligned}
& \left\|\left\{\theta_{k}\right\}_{1}^{N-1}\right\|_{\mathscr{C}_{0 T}^{\alpha, \alpha}\left([0, T]_{\tau}, H\right)}=\left\|\left\{\theta_{k}\right\}_{1}^{N-1}\right\|_{C\left([0, T]_{\tau}, H\right)} \\
+ & \sup _{1 \leq k<k+n \leq N-1} \frac{(k \tau+n \tau)^{\alpha}(T-k \tau)^{\alpha}\left\|\theta_{k+n}-\theta_{k}\right\|_{H}}{(n \tau)^{\alpha}} .
\end{aligned}
$$

Theorem 1. Let $\tau$ and $|h|=\sqrt{h_{1}^{2}+\cdots+h_{n}^{2}}$ be sufficiently small positive numbers. Then, the solutions $\left(\left\{u_{k}^{h}\right\}_{1}^{N-1}, p^{h}\right)$ of difference schemes (4) and (5) obey the following stability estimates:

$$
\begin{aligned}
& \left\|\left\{u_{k}^{h}\right\}_{1}^{N-1}\right\|_{C\left([0, T]_{\tau}, L_{2 h}\right)} \leq M(\boldsymbol{\delta})\left[\left\|\varphi^{h}\right\|_{L_{2 h}}+\left\|\psi^{h}\right\|_{L_{2 h}}+\left\|\xi^{h}\right\|_{L_{2 h}}+\left\|\left\{f_{k}^{h}\right\}_{1}^{N-1}\right\|_{C\left([0, T]_{\tau}, L_{2 h}\right)}\right] \\
& \left\|p^{h}\right\|_{L_{2 h}} \leq M(\delta)\left[\left\|\varphi^{h}\right\|_{W_{2 h}^{2}}+\left\|\psi^{h}\right\|_{W_{2 h}^{2}}+\left\|\xi^{h}\right\|_{W_{2 h}^{2}}+\frac{1}{\alpha(1-\alpha)}\left\|\left\{f_{k}^{h}\right\}_{1}^{N-1}\right\|_{\mathscr{C}_{0 T}^{\alpha, \alpha}\left([0, T]_{\tau}, L_{2 h}\right)}\right],
\end{aligned}
$$

where $M(\boldsymbol{\delta})$ is independent of $\tau, \alpha, h, \varphi^{h}, \psi^{h}, \xi^{h}$, and $\left\{f_{k}^{h}\right\}_{1}^{N-1}$.
Theorem 2. Let $\tau$ and $|h|=\sqrt{h_{1}^{2}+\cdots+h_{n}^{2}}$ be sufficiently small positive numbers. Then, the solutions of difference schemes (4) and (5) obey the following almost coercive stability estimate:

$$
\begin{gathered}
\left.\|\left\{\frac{u_{k+1}^{h}-2 u_{k}^{h}+u_{k-1}^{h}}{\tau^{2}}\right)\right\}_{1}^{N-1}\left\|_{C\left([0, T]_{\tau}, L_{2 h}\right)}+\right\| p^{h} \|_{L_{2 h}} \\
\leq M(\delta)\left(\left\|\varphi^{h}\right\|_{W_{2 h}^{2}}+\left\|\psi^{h}\right\|_{W_{2 h}^{2}}+\left\|\xi^{h}\right\|_{W_{2 h}^{2}}+\ln \left(\frac{1}{\tau+h}\right)\left\|\left\{f_{k}^{h}\right\}_{1}^{N-1}\right\|_{C\left([0, T]_{\tau}, L_{2 h}\right)}\right),
\end{gathered}
$$

where $M(\delta)$ does not depend on $\tau, \alpha, h, \varphi^{h}, \psi^{h}, \xi^{h}$, and $\left\{f_{k}^{h}\right\}_{1}^{N-1}$.
Theorem 3. Let $\tau$ and $|h|=\sqrt{h_{1}^{2}+\cdots+h_{n}^{2}}$ be sufficiently small positive numbers. Then, the solutions of difference schemes (4) and (5) obey the following coercive stability estimate:

$$
\left.\|\left\{\frac{u_{k+1}^{h}-2 u_{k}^{h}+u_{k-1}^{h}}{\tau^{2}}\right)\right\}_{1}^{N-1}\left\|_{\mathscr{C}_{0 T}^{\alpha, \alpha}\left([0, T] \tau, L_{2 h}\right)}+\right\|\left\{u_{k}^{h}\right\}_{1}^{N-1}\left\|_{\mathscr{C}_{0 T}^{\alpha, \alpha}\left([0, T]_{\tau}, W_{2 h}^{2}\right)}+\right\| p^{h} \|_{L_{2 h}}
$$

$$
\leq M(\delta)\left[\frac{1}{\alpha(1-\alpha)}\left\|\left\{f_{k}^{h}\right\}_{1}^{N-1}\right\|_{\mathscr{C}_{0 T}^{\alpha, \alpha}\left([0, T]_{\tau}, L_{2 h}\right)}+\left\|\varphi^{h}\right\|_{W_{2 h}^{2}}+\left\|\psi^{h}\right\|_{W_{2 h}^{2}}+\left\|\xi^{h}\right\|_{W_{2 h}^{2}}\right]
$$

where $M(\delta)$ is independent of $\tau, \alpha, h, \varphi^{h}, \psi^{h}, \xi^{h}$, and $\left\{f_{k}^{h}\right\}_{1}^{N-1}$.
The proofs of Theorems 1-3 are based on representation formulas for solutions, the symmetry property of operator $A_{h}^{x}$ in $L_{2 h}$, and the following theorem on the coercivity estimate for the solution of the elliptic difference problem in $L_{2 h}$.

Theorem 4. [27] For the solution of the elliptic difference problem

$$
\left\{\begin{array}{l}
A_{h}^{x} u^{h}(x)=\omega^{h}(x), x \in \widetilde{\Omega}_{h}, \\
D^{h} u^{h}(x)=0, x \in S_{h}^{1}, u^{h}(x)=0, x \in S_{h}^{2}
\end{array}\right.
$$

the following coercivity inequality holds:

$$
\sum_{q=1}^{n}\left\|\left(u^{h}\right)_{x_{q}, \bar{x}_{q}, m_{q}}\right\|_{L_{2 h}} \leq M\left\|\omega^{h}\right\|_{L_{2 h}},
$$

where $M$ does not depend on $h$ and $\omega^{h}$.

## NUMERICAL RESULTS

For the numerical result, we consider the inverse problem

$$
\left\{\begin{array}{l}
-\frac{\partial^{2} u(t, x)}{\partial t^{2}}-\frac{\partial}{\partial x}\left((2+\cos x) \frac{\partial u(t, x)}{\partial x}\right)+u(t, x)=(3 \cos (x)+\cos (2 x)+1) t  \tag{6}\\
+(2 \cos (x)+\cos (2 x)) \exp (-t), 0<x<\pi, 0<t<T, \\
u(0, x)=2(\cos (x)+1), u(T, x)=(\exp (-T)+T+1)(\cos (x)+1), 0 \leq x \leq \pi, \\
u(\lambda, x)=(\exp (-\lambda)+\lambda+1)(\cos (x)+1), 0 \leq x \leq \pi, \lambda=\frac{4 T}{5}, \\
u_{x}(t, 0)=0, u(t, \pi)=0,0 \leq t \leq T
\end{array}\right.
$$

for the elliptic equation. It is easy to see that $u(t, x)=(\exp (-t)+t+1)(\cos (x)+1)$ and $p(x)=3 \cos (x)+\cos (2 x)+1$ are the exact solutions of (6).

Now, we give the results of the numerical analysis using by MATLAB programs. The numerical solutions are recorded for different values of $N$ and $M$. Tables 1-2 give the error analysis between the exact solution and solutions derived by difference schemes. Tables 1-2 are constructed for $N=M=20,40,80$ and 160 . Hence, the second order of accuracy difference scheme is more accurate comparing with the first order of accuracy difference scheme. Table 1 gives the error analysis between the exact solution $p$ and solutions derived by difference schemes in second stage of algorithm.

TABLE 1. Error analysis for $p$

|  | $\mathbf{N}=\mathbf{M}=\mathbf{2 0}$ | $\mathbf{N}=\mathbf{M}=\mathbf{4 0}$ | $\mathbf{N}=\mathbf{M}=\mathbf{8 0}$ | $\mathbf{N}=\mathbf{M}=\mathbf{1 6 0}$ |
| :--- | ---: | ---: | ---: | ---: |
| Difference scheme (4) | 0.46799 | 0.34451 | 0.24769 | 0.17645 |
| Difference scheme (5) | 0.066127 | 0.012292 | 0.0023387 | $4.61 \times 10^{-4}$ |

Table 2 gives the error analysis between the exact solution $u$ and solutions derived by first order and second order accuracy of difference schemes.

TABLE 2. Error analysis for $u$

|  | $\mathbf{N}=\mathbf{M}=\mathbf{2 0}$ | $\mathbf{N}=\mathbf{M}=\mathbf{4 0}$ | $\mathbf{N}=\mathbf{M}=\mathbf{8 0}$ | $\mathbf{N}=\mathbf{M}=\mathbf{1 6 0}$ |
| :--- | ---: | ---: | ---: | ---: |
| Difference scheme (4) | 0.13789 | 0.062908 | 0.030101 | 0.014731 |
| Difference scheme (5) | 0.01591 | 0.0018966 | $2.35 \times 10^{-4}$ | $3.01 \times 10^{-5}$ |

## CONCLUSION

In this paper, the inverse problem for the multidimensional elliptic equation with Dirichlet-Neumann conditions is considered. The first and second order of accuracy difference schemes for approximate solutions of this problem are presented. Theorems on the stability, almost coercive stability and coercive stability estimates for solutions of difference schemes for the multidimensional elliptic equation are proved. Numerical results in a two-dimensional case are given. As it can be seen from Tables 1-2, the second order of accuracy difference scheme is more accurate than the first order of accuracy difference scheme.
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